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Abstract

This document explains all the results files generated by QuaDS pipeline. For each results file,
an explanation of the statistics used and a description of the output are provided. The explanations
are presented both in general terms and through the specific example used for illustration in this
package. We note that the choice of the appropriate test (parametric or non-parametric) will be
automatically determined for the user through the pipeline.

1 Introduction

The QuaDS package offers a visualization technique that describes a factor of interest using both
quantitative and qualitative variables. While the package provides an interactive visualization, it also
generates a set of nine results files. To better understand these files, a comprehensive explanation
is provided, detailing the results in each file along with the associated statistics. These files explore
the relationship between the factor of interest and the variables in the study. By examining both
quantitative and qualitative data, this study aims to identify the factors contributing to the explanation
of the factor of interest. The interpretation of these results is also demonstrated using an illustrative
example from the package. Understanding these results offers insight into the underlying concepts
behind the QuaDS package’s interactive visualization. We will begin by recalling the data used to
illustrate the package, followed by a section for each file in the results directory, titled with the
corresponding file name.

2 Illustration data

The factor of interest is the chromosome, with two categories: Chr01 and Chr02. Four variables
are used to understand the relationship with this factor: two quantitative variables, nb TE and
Gene expression, and two qualitative variables, type dupli and type TE. In our case study, the
significance threshold is set to 0.05. We note that the user can set the significance threshold.

3 File homoscedasticity.csv

We performed Bartlett’s test to verify the equality of variances between the factor levels. The results
table includes, for each variable, the Bartlett statistic and the associated p-value. If the p-value
is strictly less than the significance threshold, it indicates that the assumption of homoscedasticity
is not met. In our example, both quantitative variables, nb TE and Gene expression, satisfied
homoscedasticity assumption.

Note that, if homoscedasticity is not verified, the v-test used later to describe the factor will not be
calculated.

4 File normality.csv

We performed the Shapiro-Wilk test to assess whether each quantitative variable meets the normality
assumption within the compared factor levels. If the p-value is strictly less than the significance
threshold, it indicates that the normality assumption is not verified. In our example, Gene expression
satisfied normality for both chromosome, while nb TE did not.



5 File anova.csv

A one-way analysis of variance (ANOVA) is performed for each quantitative variable in the study. The
output is a table that lists the quantitative variables in rows and includes three columns: eta-squared,
p-value, and interpretation.

Since our case study includes two quantitative variables, two one-way ANOVAs are performed. In
each ANOVA, the following hypotheses are tested:

Hjy: The means of the two chromosomes are equal.

H;i: The means of the two chromosomes are different.
In a more general scenario, the alternative hypothesis (H;) would be that at least one mean is different
from the others.

In the p-value and interpretation columns, the p-value for the factor of interest is reported along
with the corresponding interpretation of the hypothesis test:

o If the p-value is strictly lower than the significance threshold (e.g 0.05 in the example), we
reject Hp, indicating a significant difference between the means (in this case, between the two
chromosomes). The interpretation is labeled as “Significant” in the table.

e [f the p-value is greater than or equal to the significance threshold, we do not reject Hy, suggesting
that the data do not provide sufficient evidence to reject Hy. The interpretation is labeled as
“Not significant” in the table.

The eta-squared column represents the effect size [Coh88]. This metric indicates the proportion
of variance in the quantitative variable that can be attributed to the factor. An effect size of zero
indicates that the quantitative variable shows no variability regarding the factor, consistent with the
null hypothesis.

In our example, Gene expression satisfied both normality and homoscedasticity assumptions.
Therefore, a one-way ANOVA was performed, and the results indicate that this variable is significant,
meaning that at least one factor level mean is significantly different from the others. The n? was equal
to 0.99, indicating a large effect size, suggesting that the chromosome factor strongly influences gene
expression level.

6 File kruskal wallis.csv

When the conditions for a one-way ANOVA are not met, the non-parametric Kruskal-Wallis test is
applied. The resulting output includes the observed test statistic, the associated p-value and the inter-
pretation, which follows the same logic as ANOVA. If the p-value is strictly less than the significance
threshold, it indicates a statistically significant difference for at least one level of the factor.

In our example, the variable nb TE was tested using the Kruskal-Wallis (since normality was not
verified). The results indicate a significant difference across the distribution of the groups.

7 File quantitative_results.csv

This file explains the levels of the factor of interest as a function of the quantitative variables. We
denote the quantitative variable by X and a level of the factor of interest by q. We test whether the
variable X characterizes the level ¢ through a hypothesis test:

Hy: The variable X does not characterize the level q. (or Hg: The mean of X for the ¢ level is
equal to the overall mean).

Hy: The variable X characterizes the level q.

The first column represents the factor levels, and the second column represents the quantitative
variable used. The seven following columns are:

1. Mean in category: the mean of the quantitative variable X for the ¢ level values: Yq.
2. Overall mean: the global mean of the quantitative variable X: X.

3. Standard deviation in category: the standard deviation of the ¢ level values: s,



4. Overall standard deviation: the standard deviation of the quantitative variable X: s

5. v-test: the statistic used to test the hypothesis, calculated using the following equation:

X, - X

v-test = g (1)
2 I—1,
I, T-1

where:

e [,: number of individuals with the level q.

e [: total number of individuals.

The v-test represents a standardized difference between the mean of the category and the overall
mean ([HLP17], page 155).

6. p-value: The p-value associated with the hypothesis test. If the p-value is strictly lower than
the significance threshold (e.g., 0.05), Hy is rejected, indicating that the variable explains the
category. If the p-value is greater than or equal to the significance threshold, it is not reported
and is replaced with “not significant”.

7. Interpretation: if the p-value is greater than or equal to the significance threshold, “not sig-
nificant” is reported also as the interpretation. When the p-value is strictly lower than the
threshold:

e if the v-test > 0, the mean of the category is higher than the overall mean (reported as
“above average” in the table),

o if the v-test < 0, the mean of the category is lower than the overall mean (reported as
“below average” in the table).

In this context, this means that the number of transposable elements (nb TE) is significantly
higher on chromosome 2 than the overall average, while the variable Gene expression is significantly
higher on chromosome 1.

8 File Chi2.csv

For each qualitative variable, a Chi-square test of independence is conducted with the factor of interest
if the expected frequencies in contingency table cells are sufficiently large (> 5) [Coc52]. The resulting
output is a table listing the qualitative variables in rows with three columns: Chi2 Statistic, p-value
and interpretation. For each qualitative variable, the following hypothesis is tested:

e Hjy: The variable is independent of the factor of interest.
e Hi: The variable is not independent of the factor of interest.

The value of the statistic is reported in the column Chi2 Statistic, and the associated p-value is
reported in the column p-value, with the interpretation in the column interpretation. If the p-value
is strictly less than the threshold (e.g., 0.05 in this example), we reject Hy. This indicates that the
variable is dependent on the factor (e.g., Chromosome in this case), and the interpretation value is
“Significant”.

If the p-value is greater than or equal to the significance threshold (e.g., 0.05), suggesting that the
data do not provide sufficient evidence to reject the hypothesis that variable is independent of the
factor. The interpretation here is “Not significant”.

In our example, the variable type TE is significant, which means that this variable is dependent
on the Chromosome.



9 File fisher_exact.csv

If the expected frequencies in contingency table cells between the qualitative variable and the factor
of interest are very low (< 5), Fisher’s exact test is used. The interpretation is similar to that of the
Chi-square test of independence. The output of this test includes the p-value and the interpretation
of each qualitative variable as either (“Significant” or “Not significant”).

In our example, the variable type dupli is significant, which means that this variable is dependent
on the Chromosome.

10 File qualitative _results.csv

This file provides a description of the relation between each level of the factor of interest and the
qualitative variables in the study. We start by introducing some notations:

e ny;: number of individuals with level j for a qualitative variable and level k for the factor of
interest.

e 1;,: number of individuals with the level k of the factor of interest.
e n;: number of individuals with the level j of the qualitative variable.
e n: total number of individuals.

In the catdes function, “Cla” represents the class to describe (the factor of interest), while “Mod”
refers to the qualitative variables modalities. To ensure consistency with the function’s output, we
maintain this notation: “Cla” for the factor and “Mod” for qualitative variable levels. Each row
represents a combination of a level of the factor of interest and a level of a qualitative variable. Six
columns describe the relationship between them.

1. The first statistic in the table corresponds to Cla/Mod:

Cla/Mod = " x 100. 2)

nj

This is the percentage of individuals with level j of the qualitative variable that also have level
k of the factor of interest.

2. The second statistic in the table corresponds to Mod/Cla:

Mod/Cla = ™ % 100, (3)
ng

This is the percentage of individuals with level k of the factor of interest that also have level j
of the qualitative variable.

3. The third statistic in the table corresponds to Global:

Global = %ﬂ % 100. (4)

This is the percentage of individuals that have level j in total.

4. The fourth and fifth columns (p-value and v-test) indicate the p-value and the associated
statistical test based on a hypergeometric distribution ([HLP17, LPMO06]). The formula of the
hypergeometric law is:

L= o % an—x
pe(j) = Y P(N ==x) with P(N =) = % (5)
T=MNkj n

The p-value is the calculated as follows:
Ngj _ Ny
L A ]
ng n

if : p-value = 2 X P(N > ny;) (6)



5.
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and the v-test is then calculated as follows:

; ; P(X < p-val
T et = 1 x LX< povalue) ()
ng n 2
; ; P(X < p-val
L est = —1 x DX S povalue) (9)
ng n 2

The last column corresponds to the results interpretation. A positive value of the v-test
indicates that level j of the qualitative variable is considered over-represented for level k of the
factor of interest (and under-represented for a negative value of the v-test).

In our example, for the variable type dupli in Ch01 for example, the levels unique homolog and
singleton are over-represented, while the multiple homolog level is under-represented. The reverse is
true for Ch02.

11

File weight.csv

This file provides a count of over- and under-represented levels for each qualitative variable identified as
dependent on the factor of interest (using the Chi-square test in section 8). It allows a fair comparison
of the contribution of the variables in explaining the factor, independently of the number of levels.

Each row is associated with a significant variable (column variable), and ten characterisations are
provided:

1.

2.

10.

number mod over: the number of over-represented levels of the variable in the entire analysis.

number mod under: the number of under-represented levels of the variable in the entire
analysis.

number mod over & under: the number of over- and under-represented levels of the variable
in the entire analysis.

sum of all mod of all groups: the number of level combinations between the variable and the
factor of interest.

ratio over/mod: the percentage of over-represented levels of the variable in the analysis,
number mod over 100
sum of all mod of all groups

contribution over/mod: the rank of the variable compared to the other qualitative variables
for the ratio over/mod values.

ratio under/mod: the percentage of under-represented levels of the variable in the analysis,
number mod under % 100
sum of all mod of all groups :

contribution under/mod: the rank of the variable compared to the other qualitative variables
for the ratio under/mod values.

ratio over & under/mod: the percentage of over- and under-represented levels of the variable

: ;. number mod over and under
in the anal},sm’ sum of all mod of all groups x 100.

contribution over & under/mod: the rank of the qualitative variable compared to the other
qualitative variables for the ratio over&under/mod values.

In our example, the type dupli variable has more levels contributing to the characterisation of
the factor in both over-representated and under-respresented categories (with contributions in over,
under and over&under/mod equal to 1). This indicates that the type dupli variable provides greater
differentiation between the two chromosomes than the type TE variable.
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